Solving sparse linear inverse problems

e Objective: Solve the Lasso for a fixed D and = ~ P.

2" (x) = argmin F.(z) =

1
Sz = Dzl5 + Allz]

o Iterative algorithm: Use ISTA for each z
e Deep Learning: Use a NN to learn a mapping

forx ~ P

®S x> 2 (2);

Learned ISTA

[Gregor & Le Cun 2010}

ISTA: 2(!+D) = ST(2() — DT (Dz®) — ), ),
where 7 is the step size, usually chosen as 1/ /..
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Local smoothness constants

B/, = max||Dz||5 subject to ||z]|2 = 1
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B/, = max || Dz||3 subject to ||z]|2 = 1, Supp(z) C S.

[STA with greater step-size: v — 1/ /.
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Learning step sizes for unfolded sparse coding

Mathurin Massias,

Theorem: The weights of a neural
network trained to solve the lasso
asymptotically only learn a step size.
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Improving ISTA step-size

Better step-sizes for ISTA

e Back-tracking line-search

o OISTA: Adapt step-sizes to Local smoothness constants /. 5
e SLISTA: Learn only step-sizes with LISTA.
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The step-sizes learned by SLISTA tend tobein [, ;~|.

Varying the sparsity
SLISTA works better when 2™ is sparse as this reduces /5.

e |STA === LISTA === ALISTA === SLISTA (proposed)
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